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The protection of children’s data 
and privacy rights could very 
well be the most meaningful and 

unified of global priorities in the data 
protection community. If it takes a vil-
lage to raise a child then surely, it takes a 
collective effort to protect our 
children’s data rights. 

At PL&B’s 37th Annual Interna-
tional Conference, Rachel Masterton 
(Deputy Commissioner at the Data 
Protection Authority of Guernsey), 
Paul Lavery (A partner at the Irish law 
firm McCann Fitzgerald) and Timothy 
Ma (Co-founder and Chief Legal 
Officer for the company k-ID) sat 
down to tackle this topic from three 
complementary angles. 

The session began with panel Chair 
Brent Homan (Commissioner at the 
Data Protection Authority of Guern-
sey) reflecting on a recent report from 
OFCOM which found that a third of 
children between the ages of five and 
seven use social media unsupervised 
and that 24% of that age cohort own a 
smartphone. He also noted the troub-
ling finding that only one third of par-
ents polled knew the minimum age 
requirement for most social media. He 

then handed over to the panellists to 
discuss the complex topic of children’s 
data rights. 

EMPOWERMENT THROUGH 
EDUCATION AND OUTREACH 
Firstly, Masterton discussed the role of 
education in protecting children and 
how the Guernsey authority’s educa-
tion and outreach programmes have 
helped empower children and defend 
their rights. She explained that Guern-
sey law requires that their DPA pro-

motes public awareness of data process-
ing issues particularly when it comes to 
children and children’s data. However, 
she emphasised that rather than simply 
talk about children, Guernsey’s efforts 
have focused on bringing children and 
young people into the conversation and 
hearing their thoughts and perspective. 

It was with this ethos in mind that 
the Guernsey DPA launched the Bijou 
Seeds project, a school programme 
focused on educating children about 
online safety. 

The programme has been designed 
so that  it does not become too intru-
sive. Rather than bombarding students 
with one overwhelming session with no 
follow up, students receive interven-
tions every two years from Year Four 
through to Year Ten with new concepts 
and topics introduced based on their 
age group. 

She described the programme’s 
overall aim as focused on teaching 
young people “how valuable people’s 
personal data is, why it must be pro-
tected and why we must treat others 
well.” 

The first stage of the programme 
introduces children aged 8-9 to the 

world of data through a children’s book 
written by Kirsty Bougourd, an out-
reach officer for the Guernsey DPA. 
The book revolves around the adven-
tures of a bear called Warro as she learns 
about the world of personal data, the 
challenges and risks children face and 
the rewards of treating personal 
information respectfully. 

Last year, to celebrate World 
Children’s Day, every child received a 
copy of the book and thanks to the 
small size of the jurisdiction, every 

school got a visit from the author. 
When children reach the age of 10-

11 years, project Bijou Seeds speaks to 
them again, this time linking the idea of 
data protection with the UN Conven-
tion of the Rights of the Child (CRC). 
The focus for this age group is on data 
sharing and making decisions about 
people based on personal data. 

This is built on again two years later 
when the children are encouraged to 
discuss social media. At this point the 
children are 12-13 years old (the mini-
mum age required for most social media 
platforms). This is also the stage when 
deepfakes and images are introduced 
with discussions about how cyberbul-
lying could impact an individual. 

Masterton then discussed the 
children’s views on special category 
data. In her words “some children are 
bemused by the fact that something like 
their care status is not considered to be 
an item of special category data. To 
them, the fact that they’ve been on a 
care journey with the state and the fact 
that that could potentially influence 
decisions made about them in the future 
is very important.” This reveals that 
what children regard as sensitive data 
may diverge from the opinion of adults 
such as regulators and parents. Given 
how strongly regulation impacts the 
lives of children, it really highlights the 
importance of engaging with them. 

To further protect children, the 
DPA of Guernsey is now creating a 
Children’s Framework inspired by the 
ICO’s Children’s Code to ensure that 
all processing of children’s data aligns 
with the legislation and the UN Con-
vention on the Rights of the Child 
(CRC), and is done in a way that puts 
the best interests of children at the 
heart of processing. This allows the 
Authority to build in messages about 
high-risk data such as care status which 
is not currently covered by legislation. 

Masterton ended by emphasising 
that rather than stopping children 
from engaging with technology 

Protecting children’s rights in the 
modern age 
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jurisdictional regulatory landscape and  

keep up with legal developments.
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because it’s scary, adults must work to 
make sure technology is a positive, 
kind and healthy part of young 
people’s experiences growing up. 

ENFORCEMENT EFFORTS 
Next, Lavery discussed enforcement 
actions and guidance from the Irish 
Data Protection Commission (DPC) 
that have focused on protecting 
children’s rights. When considering 
how to protect children’s data, he 
started by reminding the audience that 
all of the GDPR obligations that apply 
when processing the personal data of 
adults such as privacy by design and 
default, also apply when processing 
children’s data. In addition, the GDPR 
also mandates that processors provide 
specific enhanced protection for 
children as can be seen in articles 6, 8, 12 
and 40. 

He then focused on two recent 
investigations by the Irish DPC. 

Firstly, in 2022, the Irish DPC con-
cluded an inquiry into Instagram’s pro-
cessing of personal data relating to child 
users of the platform. The inquiry 
focused on the platform’s public disclo-
sure of the email addresses and/or 
phone numbers of children using Insta-
gram’s business account feature and the 
public-by-default setting for the per-
sonal Instagram accounts of children. 

The Irish DPC determined that 
Instagram had failed to comply with 
several of its obligations under the 
GDPR including articles 5, 6, 12, 13, 24, 
25 and 35. As a result, the DPC imposed 
a fine of €405 million and mandated a 
range of corrective measures. 

Similarly, in 2023, the Irish DPC 
began an inquiry into how TikTok was 
processing child users’ data. This 
focused on the public-by-default plat-
form settings, the ‘family pairing’ fea-
ture, TikTok’s age verification as part of 
the registration process and their 
approach to transparency. 

As a result of their findings, the Irish 
DPC issued a reprimand, an order for 
TikTok to bring their data processing 
into compliance within three months of 
the decision, and a fine of €345 million. 
This was due to the findings that 
TikTok was in breach of Articles 
5(1)(c), 24 and 25 of the GDPR. In par-
ticular, the family pairing feature was 
found to not be secure as it allowed 
adults who were not the parent or 

guardian to link their account to the 
child user’s account. 

Although the DPC did acknowl-
edge that age verification is challenging, 
they found against TikTok because 
they felt that insufficient attention was 
being paid to the risk of under 13s 
trying to access the platform.  While a 
DPIA had been carried out, it did not 
consider people under 13 and the 
dangers of them getting access to 
TikTok. 

In parallel with these decisions, 
the DPC has also issued detailed gui-
dance which Lavery regards just as 
important as their enforcement deci-
sions. He specifically highlighted the 
‘Fundamentals for a Child-Oriented 
Approach to Data Processing’ gui-
dance from 2021. 

One of the key messages of this gui-
dance was that companies can either opt 
to provide a floor of protection where 
all users receive equivalent protection 
regardless of age or, alternatively, if 
they intend to differentiate between 
children and adults then they must 
engage in appropriate age verification. 
The guidance also made clear that com-
panies must provide appropriate 
information to both children and adults 
even if a parent or child has already con-
sented to data collection. 

Furthermore, it emphasised that 
information must be provided in a con-
cise, intelligible and accessible way that 
child users can understand. Lavery also 
pointed out that if a notice can be 
understood by child users, then it’s also 
likely to meet transparency require-
ments for adult users. 

Much in line with the Guernsey 
DPC’s ethos, this guidance stresses that 
children should be treated with respect, 
should be provided with appropriate 
information, and should be able to exer-
cise their own data protection rights if 
they have capacity to do so. 

Lavery finished by highlighting a 
key challenge in this area: identifying 
the circumstances where a child is old 
enough and mature enough to consent 
in their own right without the consent 
of a parent/guardian. He concluded 
that although these enforcement 
actions have sent the clear message that 
there are consequences for breaching 
GDPR obligations, there are still real 
challenges in this area about how data 
controllers can actually make sure they 

are complying with these decisions and 
guidance. 

INDUSTRY’S ROLE IN 
PROTECTING CHILDREN ONLINE 
Finally, Ma talked about how the 
Hong Kong company K-ID can help 
private sector businesses to overcome 
some of the challenges raised by 
Lavery. K-ID’s aim is to help com-
panies navigate the regulatory land-
scape of children’s privacy protection 
to provide child users with age appro-
priate and localised online experiences 
in the digital world. 

Ma discussed the prevalence of 
children lying during age verification 
processes to access video games. He 
explained that often service providers 
deny children from accessing their ser-
vices altogether and those that do not, 
create an ineffective age gate that fails 
to verify age or location. In some cases, 
the user flow for a minor to get consent 
to enter an online video game is so long 
and complicated that it would require 
both the parent and child’s devoted 
focus for at least 30 minutes. These 
overly complicated onboarding pro-
cesses and barriers do not incentivise 
children to honestly identify them-
selves to service providers. This makes 
it hard for parents and companies to 
monitor what online risks children are 
being exposed to on these platforms. 

K-ID’s highly customisable sol-
ution helps companies make these 
onboarding processes simple and 
seamless for children. Ma hopes that k-
ID’s solution will provide children 
with the benefit of age-appropriate 
online experiences while minimising 
potential online harms such as cyber 
bullying and grooming. 

However, he highlighted that many 
developers struggle to navigate the 
complex jurisdictional regulatory 
landscape and keep up with legal 
developments. 

This means that when it comes to 
developing a strategy to protect child 
users online, a one-size-fits-all approach 
is not feasible. K-ID has therefore com-
piled a database designed to help busi-
nesses comply with the complex matrix 
of privacy and safety regulations 
impacting kids and teens. This database 
answers simple questions like “what is a 
child according to this country’s laws?” 
through to very practical questions like 
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“what should publishers do if they dis-
cover Child Sexual Abuse Material 
(CSAM) on their platforms?” for more 
than 200 jurisdictions. 

K-ID are also keen to help parents 
and guardians play an active role in 
shaping how their kids and teenagers 
experience the digital world. Through 
k-ID’s family portal, parents can mean-
ingfully engage with their children’s 
online experiences, better understand 
the risks their children are facing online, 
and teach their children digital safety 
skills to help make sure their kids have 
safe and appropriate experiences online 
as they grow up. 

CONCLUSIONS 
The panel closed with a question from 
audience member Sabrina Salhi (Chief 
Privacy Officer and DPO for the EU & 
UK at Marsh & McLennan) who asked 
panellists about how they would define 
an online harm and who should ulti-
mately decide what is harmful for 
children. 

Ma responded that although there 
are some universally accepted online 
harms, such as cyberbullying, groom-
ing and CSAM, a significant number of 
harms are determined subjectively 
within cultures and jurisdictions. He 
felt that equipping parents with knowl-
edge of the tools available to them 
would put them in the position to make 
the best decision for their own child 

based on the child’s age, maturity, 
culture and educational level. 

Lavery agreed that defining harm is 
complicated. He felt that “the way to 
deal with this is through appropriate 
online safety frameworks and online 
safety codes. This is already advocated 
by certain legislation such as the GDPR 
and the EU Digital Services Act 
(DSA).” He suggested an approach like 
the country-specific age classifications 
of films. In his view, this would allow 
communities to decide what they feel 
online harm is, but he still acknowl-
edged the relevance of parents’ views in 
assessing the maturity of their children 
and that perspectives on harms could 
change over time. 

Masterton worried that with the 
speed at which new technology is being 
introduced, it may take some time to 
fully understand how these products 
are affecting young people and whether 
it is damaging them. However, she was 
also keen to make clear that banning 
young people from using technology 
altogether would have significantly 
worse consequences. 

In the face of these daunting chal-
lenges, it is clear that any impactful 
strategy to protect children must have 
participation from every key stake-
holder in the ecosystem. These include 
regulators, educators, parents, aca-
demics, business leaders and most 
importantly, the children themselves. 

Homan, employing the metaphor of 
an orchestra, suggested that “perhaps 
we need all parties to grab an instru-
ment and help devise a melodic and har-
monious piece of music to protect 
children’s privacy rights.” 

It may be a big responsibility, but 
deliberate action and investment is 
essential to protect this planet’s most 
valuable resource - our children. 

ww.ofcom.org.uk/media-use-and-
attitudes/media-habits-children/children-
and-parents-media-use-and-attitudes-
report-2024/ 
www.odpa.gg/information-hub/children-
young-people 
www.odpa.gg/childrens-framework 
www.dataprotection.ie/en/news-
media/press-releases/data-protection-
commission-announces-decision-
instagram-inquiry 
www.dataprotection.ie/en/news-
media/press-releases/DPC-announces-
345-million-euro-fine-of-TikTok 
www.dataprotection.ie/en/dpc-
guidance/fundamentals-child-oriented-
approach-data-processing  
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EDPB strives for more transparency 
According to the publicly available 
minutes of the EDPB plenary of 
18 June, the European Data Protection 
Board’s Chair, Anu Talus (Finland), 
said that the EDPB is more and more 
frequently being called to hold a public 
consultation prior to the adoption of 
guidelines. Although it is already 
common practice for the EDPB to con-
sult on the first version of the guide-
lines, the Chair invited the members 
to discuss the possibility of consult-
ing stakeholders earlier in the pro-
cess, using a written consultation at 
the beginning of the preparation of 
guidelines.  

The EDPB already sometimes 
organises stakeholders’ events before 
the drafting of guidelines, such as the 

one that will soon be organised for the 
Guidelines on ‘Consent or Pay’. 

The minutes state: The EDPB 
members exchanged views on the topic. 
A few members commented that there 
would be cases where a consultation 
prior to the start of the drafting process 
would be appropriate, in order to 
gather practical examples, as well as 
concrete questions and issues faced by 
stakeholders. Others highlighted that 
the current approach functions well, 
noting both the efficiency of consulta-
tion after publication of guidelines and 
the risk that some stakeholders might 
incorrectly assume that pre-guideline 
contributions would automatically be 
followed. There was a general agree-
ment that prior consultations would be 

decided on a case-by-case basis. 
The EDPB members decided that 

the appropriateness of an early public 
consultation will be decided at the 
moment when the mandate for a new 
work item is granted by the plenary. If 
pre-consultations prove to be a good 
practice, the Board can consider organ-
ising them on a more regular basis. If 
such early prior consultation takes 
place, it would be organised once an 
indicative scope of the guidelines and 
questions to address have been ident-
ified in order to ensure an efficient 
consultation. 

 
• See www.edpb.europa.eu/our-work-
tools/our-documents/publication-
type/minutes_en
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France: AI is a priority area for 
CNIL, the data regulator 
The CNIL gathers stakeholder feedback on its recommendations 
and signals that it would be ready to become the AI regulator.  
By Nana Botchorichvili of IDEA Avocats, France. 

Uber to appeal Dutch DPA fine of 
€290m on data transfers to US 
The decision could have repercussions for other multinationals 
transferring personal data between the EU and the US.  
By Laura Linkomies. 

With the ever-growing 
development of artificial 
intelligence (AI) tools 

and systems, France aims to position 
itself among leading countries in the 
field, in accordance with a national 
strategy established by the French 

government since 20181. The strat-
egy is mainly focused on enhancing 
AI research capabilities, training 
and attracting the best AI talents, 
and accelerating the dissemination 
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Uber, represented by law firm 
De Brauw Blackstone 
Westbroek will be appeal-

ing the Netherlands’ Data Protection 
Authority’s decision of 26 August. 

The decision and fine of €290 mil-
lion relates to Uber’s transfer of 

 personal data of European taxi 
drivers to the United States1. By 
making the appeal, Uber will not 
have to pay the fine at this time. Even 
if the decision was upheld, any fine 
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AI guidance begins to emerge 

As reported in our lead story, France’s CNIL has been active in 
issuing guidance on Artificial Intelligence (AI) (p.1) to clarify how it 
should be dealt with from the GDPR perspective, and as we were 
going to print, Belgium’s privacy authority also issued its advice. 
Other active DPAs in this field include the UK’s ICO and Ireland’s 
Data Protection Commission, for example. The European Data 
Protection Board is of the view that the national DPAs should also 
become AI authorities (p.19). However, fragmentation will take place 
as some countries, such as Spain, will appoint a separate entity as 
their Market Surveillance Authority.  
 
The EU’s AI Board, which consists of representatives from each EU 
Member State and is supported by the AI Office within the European 
Commission, held its first meeting on 10 September (p.7). It is the key 
advisory body that was created by the AI Act, and its task is to provide 
advice and assistance with implementing the AI Act. 
 
The EU has also launched a voluntary AI pledge and now over 100 
companies have signed up to it. The signatories include Amazon 
Europe, Google, Hewlett Packard, Lenovo, Mastercard, Nokia, 
Orange and Salesforce, to name a few. The Commission is working 
together with the participants to support them in applying the 
principles of the AI Act, for example by helping to build internal 
processes, prepare staff and self-assess AI systems.  
 
What is now of paramount importance is promoting AI awareness and 
understanding of its use among staff.  
 
Our second lead story is to do with international transfers, a topic that 
is never away from the headlines as DPAs and companies have 
different interpretations (p.1). The EU will soon start consultation on a 
new set of Standard Contractual Clauses aimed at facilitating data 
transfers to controllers and processors in third parties and directly 
subject to the GDPR (p.18). As the European Commission is due to 
issue its report on the functioning of the EU-US Data Privacy 
Framework by the end of this year, and UK EU adequacy will be 
evaluated in 2025, this space is still an area that needs international 
businesses’ constant attention.  
 
Laura Linkomies, Editor 
PRIVACY LAWS & BUSINESS
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